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Introduction
ÅWhat we do: Acceleration of the flow simulator
ÅSpecifically: the linear solver

ÅBiCGSTABsolver with ILU0 preconditioner

ÅResearch into different platforms
ÅFPGA

ÅGPU



FPGA Introduction
ÅWhat are FPGAs?
ÅArray of Configurable Logic Blocks

ÅAlso contains memory and DSP blocks

ÅFully programmable

ÅWhy use FPGAs?
ÅHardware tailored to application

ÅExploit pipeline parallelism

ÅLower power consumption



GPU Introduction
ÅWhatare GPUs?
ÅManycoreswith sharedcontrol

ÅSmall caches

ÅExploitparallelism

ÅWhyuseGPUs?
ÅMassive SIMT parallelism

ÅLarge bandwidth



The Solver Function
ÅSolver application consists of:
ÅSparse Matrix operations (SPMV, apply_ILU0)

ÅVector operations (dot, axpy)

ÅMain challenges:
ÅRandom accesses in matrix operations

ÅApply_ILU0 is sequential



The FPGA accelerator
ÅProblem: many parallel random accesses to same array



The FPGA accelerator
ÅProblem: many parallel random accesses to same array

ÅPartial Solution: Duplicate the vector
ÅNot scalable: larger vectors don't fit on board multiple times



The FPGA accelerator
ÅProblem: many parallel random accesses to same array

ÅPartial Solution: Duplicate the vector
ÅNot scalable: larger vectors don't fit on board multiple times

ÅSolution: Partition matrix and vector, duplicate vector partitions


