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{Introduction

AWhat we do: Acceleration of the flow simulator
A Specifically: the linear solver
A BiCGSTA®bIver with ILUO preconditioner

A Research into different platforms

A FPGA
A GPU

BigData
Accelerate



7 FPGA Introduction

AWhat are FPGAS?

A Array of Configurable Logic Blocks
A Also contains memory and DSP blic
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Programmable Switch

A Fully programmable Y-
AWhy use FPGAS? 9
A Hardware tailored to application VN
A Exploit pipeline parallelism x@mmmeuemecﬁm
A Lower power consumption :
kJQ;
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}¥/ GPU Introduction

AWhatare GPU®

A Many coreswith sharedcontrol
A Small caches

A Exploitparallelism w0 | =

A Why useGPUS8 e AU || Aw =

A MassiveSIMT parallelism - =

A Largebandwidth =
CPU GPU
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I The Solver Function

A Solver application consists of;
A Sparse Matrix operations (SPMV, apply ILUO)
A Vector operations (dotaxpy) . Vector X Vector B

AMain challenges: S
A Random accesses in matrix operations
A Apply ILUO is sequential

BigData
Accelerate



FPGA accelerator

A Problem: many parallel random accesses to same array

Too Many Ports

Py
VAR A\ read address
Port | FPU
0 vector element > 0
I read address
Port FPU
Vector 1 vector element > 1
Memory .
[ ]
[ ]
read address
Port FPU
N vector element > N
NV
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i The FPGA accelerator

A Problem: many parallel random accesses to same array

A Partial Solution: Duplicate the vector
A Not scalable: larger vectors don't fit on board multiple times

L read address
Port [€ FPU
0 vector element 0
>
Vector I
Memory read address
Port [€ FPU
1 vector element o 1
| .
I
[ ]
| read address
.
Port [€ FPU
N-1 vector element | N-1
Vector =
Memory I P read address
Port [€ FPU
N vector element «| N
|
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[/ The FPGA accelerator

A Problem: many parallel random accesses to same array

A Partial Solution: Duplicate the vector
A Not scalable: larger vectors don't fit on board multiple times

A Solution: Partition matrix and vector, duplicate vector partitions
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